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Article presentation

○ Medical Image Segmentation
○ Preprint: 16 Feb 2024

Introduction
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Introduction

Just in case you need it: ● Method: CNN, ViT & Visual 
Mamba

● Combines deep learning with 
the efficiency of WSL

● Architectures benefit from 
each other

Introduction
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Results

Benchmarks

● Outperforms single architectures

● Showcases advantages of:
○ limited supervision
○ limited resources

Outcome 
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The main idea
Explanation

(Pixels annotated with scribbles)

● Three distinct architectures

● Multi-view cross-SL

● Overall loss
○ Scribble-based

○ Dense-signal pseudo label
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Architecture

Overview of the model

Technical details
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CNN-based UNet

● Encoder: What?

● Decoder: Where?

● Skip connection

Technical details
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SwinUNet

● Variant of UNet

● Swin captures long-range dependencies 

● Image is broken down to patches

● UNet decoder-encoder condenses information

● Ideal for medical image segmentation 

Technical details
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SwinUNet
Technical details
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Mamba explained

RNN → SSM → S4 →S6 (Mamba)
● State Space Models

● Linear computation

Technical details
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Mamba-based MambaUNet

Just in case you need it: ● Encoder-Decoder 
architecture

● Efficient long-range 
dependency modelling

Technical details

VSS Block
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Conclusion

● Reduces the cost & resources required for 
annotation

● Different algorithms completed each other

● Simpler form of annotation

● Can be applied to a variety of ML analysis tasks

Key points
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Sources

Papers:
● Weak-Mamba-UNet: Visual Mamba Makes CNN and ViT Work Better for 

Scribble-based Medical Image Segmentation
● U-Net: Convolutional Networks for Biomedical Image Segmentation
● Swin-Unet: Unet-like Pure Transformer for Medical Image Segmentation
● Mamba: Linear-Time Sequence Modeling with Selective State Spaces
● Mamba-UNet: UNet-Like Pure Visual Mamba for Medical Image Segmentation

Blogs:
● Introduction to State Space Models (SSM) – Hugging Face

Information & draw source


